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Abstract

This paper details a semi-structured interview protocol that evaluators can use to develop a logic model of a program’s services and outcomes. The protocol presents a series of questions, which evaluators can ask of specific program informants, that are designed to: (1) identify key informants basic background and contextual information, (2) generate logic model elements, (3) model program inputs, activities, outputs, and outcomes, (4) build a rational theory, (5) develop a program theory, (6) prioritize logic model elements, and (7) build a graphical or tabular logic model. The paper will also provide an example of how this approach was used to develop a logic model for a youth mentoring program. It is our hope and belief that with this interview protocol, novice evaluators will be able to generate comprehensive logic models like seasoned professional evaluators.
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1. Introduction

Assessing planned services to evaluate their merit and worth (Mark, Henry, & Julnes, 1999; Scriven, 1991) is a challenging and time-consuming process. Without a well-defined model to guide the evaluation design, program managers run the risk of implementing an evaluation plan that does not focus on the most salient dimensions of the program (e.g., activities, outcomes, etc.) and thus, may develop and implement a poor evaluation strategy. As a result, they may run out of time, money or political support before they can contribute real value to the program. Logic models have been in use since at least the 1980s when they were introduced to help evaluators identify essential program activities, set appropriate outcomes and develop a plausible theory for explicating the association between program activities and anticipated outcomes (McLaughlin & Jordan, 1999). The challenge for novice evaluators is that while several approaches for constructing logic models appear in the literature (e.g., Renger & Titcomb, 2002; United Way of America, 1996; W. K. Kellogg Foundation (WKKF), 2004a, 2004b), these approaches do not provide a comprehensive list of questions for soliciting relevant information from key informants to construct a comprehensive logic model. Instead, they provide a small sample of questions intended to act as exemplars. The purpose of this article is to provide novice evaluators with an interview protocol they may use to develop comprehensive logic models like seasoned professional evaluators.

The benefits of utilizing interview protocols to collect data and formulate decisions have long been known in many professions. For example, interview protocols have been used to make psychiatric intervention decisions (First, Spitzer, Gibbon, & Williams, 1996; Kulic, 2005; Rogers, 2003), explore the factors that affect physicians’ assessment of patients’ alcohol consumption (Aira, Kauhanen, Larivaara, & Rautio, 2003) and screen law enforcement personnel (Varela, Scogin, & Vipperman, 1999). One reason for their popularity may be that by focusing the data collection activities, interview protocols have the potential to standardize data collection and reduce the tendency of premature closure of data collection (reaching a decision on the basis of incomplete data).
anchoring (focusing too heavily on specific information), primacy and recency effects (recalling the first and last items of information, respectively, with greater frequency), or confirmatory (searching for information, interpreting new and existing information, or avoiding contradictory information to confirm one’s preconceptions) biases. Despite their popularity in other professions, however, no interview protocols for constructing logic models can be found in the literature.

The semi-structured interview protocol presented in this paper will delineate an extensive series of questions evaluators need to ask program informants before developing an evaluation plan. The protocol is designed to match certain questions to specific informants, reduce redundancy and maximize comprehensiveness. The questions presented in this protocol are designed to solicit information that identifies key informants; basic information about the program; contextual factors that may impact either the program or the evaluation; the inputs available for operating the program; the planned activities and products that will be provided to program clients; the size and scope of the activities or products delivered or produced by the program; the anticipated short-term, intermediate, and long-term outcomes; the program theory that coherently binds each of these areas into a causal theory of change; and the priority that should be ascribed to each logic model element. We have also attempted to integrate checks into our approach that will enable users to identify activities and outcomes that have a reasonable change of occurrence. Finally, although this paper may appeal to academicians, the target audience is practicing evaluators who wish to add another tool to their toolbox of evaluation skills.

2. An overview of logic models

At some point during an evaluator’s career, they will find it necessary to develop a logic model, particularly if they are evaluating a federally funded program. Since the passage of the Government Performance Results Act in 1993, government agencies have been responsible for establishing performance goals, choosing indicators for measuring these goals, and reporting annually on the success of meeting these goals (Cozzens, 1997; Office of Postsecondary Education, 1998). As a result of these requirements, agencies pressure program evaluators to provide them with the information they need to report. Logic models provide a way of structuring an evaluation to address these requirements. Specifically, the purpose of a logic model is to provide stakeholders with a visual map or narrative description of how specific program components are related to the program’s desired results (Renger & Titcomb, 2002). Logic models serve numerous functions, including assisting evaluators to focus the evaluation on the principal elements of the program, providing staff and other stakeholders with a common understanding of program services and goals, identifying a set of performance indicators that may be used to develop a monitoring system and summarizing performance for funders and decision makers (Fashola, 2001; McLaughlin & Jordan, 1999; Rogers, 2005). Some scholars (Chen, 1990, 2005a; Coffman, 1999) have also argued that a logic model should incorporate the underlying program theory—rationale for why a set of actions might resolve a problem or produce a desired outcome—upon which the program is based to investigate its validity. Therefore, the ability to develop logic models that are in fact “logical” is a skill that evaluators need.

2.1. W. K. Kellogg foundation logic models

According to the W. K. Kellogg Foundation (WKKF, 2004a, 2004b), there are at least three different types of logic models that are optimized for different purposes. The Theory Approach Model depicts the theory of change (i.e., program theory) that influenced the design and plan of the program and therefore, is well suited for identifying “how and why [the] program will work” (WKKF, 2004a, p. 9). This model seeks to address the following four questions in a manner that matches the interests of the funder so as to influence them to reach a favorable decision: What issues or problems does the program seek to address? What are the specific needs of the target audience? What are the short- and long-term goals of the program? What barriers or supports may impact the success of the program?

Once a proposal is approved by the funders, program implementation may then begin. This task will require the breaking down of each activity into its constituent steps, the development of a timeline for each step, the implementation of a monitoring system to track progress, and the generation of solutions for obstacles encountered along the way. According to the WKKF, an activities approach model should be used for these situations because it links the planned activities together in a sequential order that maps the implementation process. As a result of the model’s ability to monitor this process and detect implementation obstacles, it is a good tool to use when conducting a formative or process evaluation.

Finally, program directors may be asked to conduct an evaluation of their program as a condition for being funded. Typically, this will entail demonstrating that the program has produced positive changes in the target population. Occasionally, evaluators may be asked to demonstrate that the program has produced broader impacts on the organization, community or system. However, because the latter outcomes are distal in nature, funders will generally expect evaluators to investigate short-term (1–3 years) and intermediate (4–6 years) outcomes. Regardless of the scope of the evaluation, according to the WKKF an outcomes approach model should be used because it is designed to connect resources to activities, and activities to desired results. Therefore, it not only can be used to monitor whether activities are being implemented, but it can also explore whether these activities produce the desired results.
2.2. United way of America logic models

Although the WKKF approach is a popular method for generating logic models, its origins can be traced to another equally popular method. With over 125,000 copies of its manual for measuring program outcomes in circulation, the United Way’s (1996) approach is among the most popular methods for generating logic models. It delineates four principal components: inputs are resources (e.g., staff, facilities, equipment, training material, etc.) a program uses to achieve its goals; activities are the immediate product of inputs and refer to the actions and/or processes implemented by a program to affect change; outputs are the products of these activities and include the amount of services provided, materials distributed, people served, etc.; and outcomes are the benefits derived by program clients and are a result, directly or indirectly, of program activities and services. Typically, outcomes are subdivided into three categories: short-term, intermediate and long-term. Unlike outputs, which measure “dosage”, outcomes indicate a change between a pre- and post-activity condition, usually related to knowledge, skills, attitudes, values, behavior or status. Finally, a fifth component may be incorporated into a logic model whenever it is important to note constraints on the program. Contextual factors refer to constraints or conditions under which a program operates (e.g., laws, funding requirements, staffing issues, location of services, transportation problems, and hours of operation).

2.3. Antecedent target measurement approach

According to Renger and Titcomb (2002), the purpose of a logic model is to clarify and test the rationale underlying the relationship between program components and the needs the program seeks to address. To this end, they developed a three-step approach, called the antecedent target measurement (ATM) approach. The first step of the ATM approach is to identify all of the antecedent conditions of the problem by collecting information from experts on a problem’s underlying rationale. Specifically, they recommended that during interviews with key stakeholders, evaluators ask “why” questions until interviewees are able to explicate the underlying rationale of the problem. This method resembles the method of process tracing or backward reasoning in which researchers trace each step in a process from the observed effect back to the causal agent while eliminating alternative hypotheses along the way (Bennett & George, 1997; Chen, 2005b; Mahoney, 2000). Renger and Titcomb also recommended that evaluators examine the literature to determine whether there is evidence to support the causal inferences made by key stakeholders and to identify other causal factors that may have been omitted. Step two is to identify the antecedent conditions targeted by program activities. These conditions may be identified from examination of detailed program descriptions or protocols, observation of program services and interviews with program staff and clients. To distinguish program components from the list of antecedent conditions generated in step one, Renger and Titcomb suggested shading the program components and limiting the list of program components only to the ones the evaluator is directly responsible. Similarly, they advised against including resources in the logic model because they believed that “it is the responsibility of those intending to fund and implement a program to determine whether adequate resources exist to implement the program” (p. 500).

The final step of the ATM approach is to determine whether the outcomes are reasonable to include in the logic model in light of the evaluation timeframe. Renger and Titcomb observed that there is little value in committing resources toward identifying, implementing and monitoring outcomes that are not expected to change within the course of the evaluation. Moreover, they argued that if the causal links between short- and long-term outcomes are strong, one might logically assume that if short-term outcomes are observed, long-term outcomes will follow. Therefore, outcomes should only be included in the logic model if they are the goal of a program activity and there is a reasonable chance they can be observed to change within the course of the evaluation.

2.4. Open systems model

Cohen and Kibel (1983) developed the open systems evaluation approach to shift focus away from the attempts of some evaluators to use logic models to validate causal explanations, such as the ATM approach and Chen’s (1990, 2005a) program theory approach. The open systems Model is based on the fact that evaluations are rarely able to utilize experimental designs or to establish causal explanations (Julian, Jones, & Deyo, 1995). Instead, open system evaluations focus on establishing a collaborative partnership between the evaluator and program staff to achieve strategic objectives and to measure impacts.

Unlike the prior two models, Cohen and Kibel incorporated a hierarchical method based on the expected level of change. Changes that are temporary (e.g., willingness on the part of key stakeholders or decision makers to learn more about a program or temporary changes in knowledge, skills, attitudes, or behaviors) are defined as the first level. The second level of the hierarchy requires sustaining the prior changes and program buy-in from key stakeholders. The third level involves broader changes in individual or organizational practices that prevent the onset or reduce the severity of problems. The fourth and fifth levels entail observable or measurable changes in the behavior of target populations and changes in social indicators reflecting reductions in problems, respectively. However, Cohen and Kibel acknowledged that a single program is unlikely to produce upper-level (community-level) changes. Therefore, this model incorporates the notion that an individual program is one
component of a larger comprehensive strategy designed to solve community problems.

Despite these noted differences, the method for constructing a logic model using the open systems approach is similar to the prior methods. The evaluator begins with a statement of the problem and proceeds to identify program activities and outcomes based on the problem and scope of the program. Naturally, activities are expected to logically lead to short- and long-term outcomes. However, although a theory of change clearly underlies this approach, the purpose of this method is to facilitate the development of an evaluation plan rather than to investigate cause and affect relationships.

3. Semi-structured interview protocol (SSIP) for constructing logic models

In light of the existing logic model approaches, one may legitimately question how much novelty another approach can contribute. Our motivation in developing the SSIP was to fill the gap with respect to the need for a prescribed set of questions that evaluators could use to construct logic models. While a semi-structured interview is a familiar method to most evaluators, a search for the terms “logic models” and “semi-structured interview” in 47 scholarly databases yielded only one article (i.e., Lal & Mercier, 2002), which did not include an interview protocol for constructing logic models. Therefore, we expanded our search to all articles that contained the phrase “logic model.” Although this search netted a considerable number of articles, perusal of these articles did not reveal an extensive list of interview questions or an interview protocol. This gap in the literature is surprising considering the need for logic models and the likelihood that an interview is a common method for collecting the information necessary to construct a logic model.

It is important to note, we do not profess that our approach of interviewing key informants for the purpose of constructing a logic model is novel because it is not, nor is the framework, upon which the SSIP is based, original. In fact, the SSIP shares many features with the aforementioned logic models. For example, we have adopted the logical framework proposed by the United Way and WKKF (specifically, the outcomes approach model). We have also adopted the process tracing method that underlies the ATM approach. And finally, we have incorporated a hierarchical method similar to the one utilized by the open systems model. Our contribution to evaluators is to present a comprehensive list of questions derived from a review of the literature and our own practice. We have organized the SSIP into seven major sections: gathering basic program and contextual information; generating the logic model elements; organizing these elements into inputs, activities, outputs, and outcomes; eliminating poorly conceived elements; identifying a plausible theory of change; prioritizing outcomes, and constructing a graphical or tabular logic model. Although the primary purpose of the SSIP is to assist evaluators in collecting relevant information that can be used to formulate an evaluation plan, we have found that the process of utilizing the SSIP greatly contributes to program development—particularly in the case of emerging programs—because it allows program managers to redesign or add program components when it appears that existing components are not likely to produce the desired outcomes.

3.1. Identifying key informants to interview

Whether a newly designed or established program is being evaluated, evaluators must collect relevant information from multiple individuals. Interviewing key informants provides them with an opportunity to become involved with the evaluation, which increases the likelihood the findings will be utilized (Cousins & Earl, 1995; Fetterman, 2001; Greene, 1987, 2005; Guba & Lincoln, 1989; O’Sullivan, 2004; Patton, 1997). Therefore, an important ingredient in utilizing the SSIP is the identification of the key informants who should be interviewed. According to Scriven (2005), stakeholders are classified in one of three groups: downstream impactees (e.g., target population and their family), midstream impactees (e.g., program staff), and upstream impactees (e.g., community). The choice of which informants one should interview depends upon whether the informants is in a position to have information of value to the evaluation. The following four set of questions are designed to identify downstream, midstream, upstream, and key evaluation informants, respectively.

- Please identify the prospective or actual targets of your program—What population is the program designed to serve? Do you anticipate that the family and/or friends of this population will benefit from the services provided to the target group?
- Please identify the staff that work or will work on the program—Who are all the program staff, either paid or volunteer, that work on the project? Are there any unfilled positions? If so, what are these positions?
- Please identify indirect program impactees—What groups do you think will indirectly benefit from the services offered to the target population? Which political and advocacy groups stand to gain/lose the most from this evaluation? What decision makers, advisory committees, administrators, legislators, community organizations, or consumer groups may have a stake in this program?
- Please identify the evaluation key stakeholders—Who will be the primary consumers of the evaluation? Who will see, has a right to see, or should see the evaluation findings?

3.2. Identifying basic background and contextual information

The second step in logic model construction is to collect basic and contextual information about the program. The
basic background questions are purely descriptive in nature and may be gathered from existing documents to reduce the length of the interview. The contextual questions, on the other hand, attempt to identify the moderating or mediating factors that may affect the effectiveness of the program. The purpose of this step is not to generate logic model components but rather to gather information that can provide evaluators with greater understanding of the general purpose of the program and the potential obstacles that it faces. Below are a series of questions that evaluators can ask program managers and directors, in case this information was not available in existing program literature.

- **Describe the program to be evaluated**—What is the name of the program? When did it start? Who started it and why? Is it similar to other existing programs and how?
- **Please identify the purpose of the program**—What is the purpose or philosophy of the program? Do you agree with this purpose? What problem or set of problems is it designed to correct?
- **Describe the financial situation of the program**—Who finances the program and why? What is the total budget for the program? How long is the program guaranteed funding? Are financial resources distributed as a lump sum, periodically, on the basis of submissions of deliverables, or reimbursements based on submission of invoices with required documentation?
- **Describe the capacity of the program**—How many clients will the program be able to serve per week, month, quarter, or year? How long will clients receive services? What is the capacity for each program component/ activity? What is the anticipated average caseload per service professional?

Every evaluation is conducted within a context that influences not only the scope of the evaluation but also the means with which it is operationalized. Therefore, it is important to know the external factors that may influence program results, either positively or negatively. While these contextual factors may not be under the control of the program, awareness of them will enable program managers to design program components that take these factors into consideration and allow evaluators to anticipate alternative hypotheses that may threaten the clarity of the evaluation findings. Unfortunately, this information generally cannot be gathered from program documents. The best sources for this information are the research literature and program staff, including managers and directors. Below are a series of questions that evaluators should ask program staff.

- **Please identify any contextual factors that may affect the program or evaluation**—Are there unique events or circumstances that could affect the program in ways that might distort the evaluation findings? Under what conditions or circumstances do you think the program will work best? Worst?
- **Please identify any social factors that may affect the program or evaluation**—What organizational or community factors do you think will help or hinder the program from achieving its goals? Are social attitudes in the community supportive of the program? How does the program take into consideration different cultural perspectives of program participants?
- **Please identify any program settings that may facilitate or impede meeting the needs of clients**—Do you think program settings such as facilities, event scheduling, location, group size, transportation arrangements, childcare, etc. will have any effect on the program? If so, what effect do you think they will have?
- **Please identify any pertinent legislature that bears importance on this program or evaluation**—Is this evaluation part of a broader government evaluation effort? If yes, what initiative is this evaluation part of?
- **Please identify any political factors and forces that could impact the evaluation**—What is the political climate surrounding the evaluation? What community groups or community leaders may contribute to the success or failure of the project? Explain how. What type of political pressures could the evaluation team encounter? From whom will these pressures come? What is their motivation and goal?
- **Please identify any controversy surrounding the program or evaluation**—Is there a controversy surrounding the program or evaluation? If yes, who are the proponents and opponents of the program and evaluation? What sparked the controversy? Have their views been considered by the program and evaluation? If no, why not?

### 3.3. Generating logic model elements

Logic model construction requires the adoption of a framework for categorizing the information collected. Thus, we adopted the framework proposed by the United Way and WKKF’s outcomes approach model since no serious objections to this approach were found in the literature. However, these elements may be ordered in accordance with the preferences of the evaluator. We determined that respondents feel more comfortable when the order is outcomes, activities, outputs, and inputs. However, logic model construction is an iterative process that requires numerous passes to capture all relevant program components and desired outcomes. Therefore, one should expect to examine the results generated by these questions several times since responses to later questions will often require modification of previous responses (and no rearrangement of the question order will avoid this).

**Program outcomes** refer to changes (such as pre-/post-test differences, inter- or intra-group differences) that occur after program services are administered to the target population and may represent positive and negative changes or maintenance of a particular level or status that
would otherwise have deteriorated without program services. This category of results is further classified into one of three types of outcomes: short-term, intermediate and long-term. However, this division is a bit simplistic since the time periods are somewhat arbitrary. Therefore, we prefer to use a modified version of the hierarchical system devised by Cohen and Kibel (1983) in which outcomes are classified based on the level at which change is expected to occur. Short-term outcomes reflect temporary changes in knowledge, awareness, skills, attitudes, behaviors, performance, status, environment, or level of functioning, whereas intermediate outcomes reflect sustained changes in these domains. Long-term outcomes reflect organizational, community or policy level changes. Consequently, evaluators should pay attention to identify goals at multiple levels.

Program activities are specific actions and processes used to produce outputs and outcomes. Traditionally, this logic model element primarily focused on addressing the question of what activities will be implemented. However, to gain a deeper understanding of the context within which each activity will occur, evaluators should also gather information on the intended target of the activity, who will implement the activity, and when and where the activity will occur. Program outputs refer to the direct results of program activities, such as services, products, techniques, tools, events and technology. Outputs are the preliminary results program managers hope will produce their anticipated outcomes. Typically, they are described in terms of the size and scope of the services or products delivered or produced by the program (WKKF, 2004a). Outputs address the questions of what services will be delivered or what products will be produced, to whom these services or products will be delivered or distributed, and in what dose or quantity they will be delivered or distributed in a specified period of time. Finally, despite the recommendation by Renger and Titcomb (2002) to exclude resources from logic models, resources are a critical ingredient in program development, operation and evaluation. Therefore, program inputs refer to all the resources invested and used by the program to achieve its outputs and outcomes.

3.4. Modeling program outcomes

An important step in composing a list of potential outcomes is to consider the multiple levels at which they may occur. A series of questions one may ask program managers and service providers are listed below. Our experience suggests that the first three sets of questions will generate the most responses from small service programs, while the remaining two sets are more appropriate for large programs designed to produce macro-level changes.

- **Individual- and familial-level**—What are the individual-or familial-level changes that may occur because of the program? What skills or knowledge will participants learn from the program? What changes in behavior or performance might one expect to see in program participants? What secondary benefits may family members derive?
- **Organizational-level**—What organizational changes may occur because of the program? What directions, career options, enhanced perceptions or improved skills may staff acquire? What service capacity may the organization develop or enhance?
- **Community-level**—What community changes may occur because of the program? What environmental changes may result from program activities? What social changes might one expect to observe because of the program? What economic outcomes could the program have on the local community?
- **System-level**—What specific system-level changes could the program have? What policies or legislative impact could this program have at the local or state level? What political impact could the program have if it is successful? Unsuccessful?
- **Statewide-, regional-, national-, and international-level**—What are the statewide, regional, national, or international changes that may occur because of the program?

3.5. Modeling program activities and outputs

Following the identification of short-term, intermediate, and long-term outcomes, the next step is to identify the activities the program intends to perform to achieve these outcomes. Similar to the structure utilized for identifying outcomes, evaluators should look for activities ranging from the micro- to the macro-level. Moreover, our experience suggests that evaluators should use the aforementioned question-to-program matching process to limit the length of the interview. Following the identification of program activities, evaluators should determine the quantity in which these activities will be delivered:

- **Individual- and familial-level**—What new or existing activities will the program provide to program clients or their families? When and where will these activities take place? Who will conduct these activities? Will clients be referred for any services? What client needs are these activities designed to meet?
- **Organization-level**—What new or existing activities will the program provide to staff? When and where will these activities occur? Who will conduct these activities? What staff needs are these activities designed to meet?
- **Community-level**—What new or existing activities will the program provide to the community? When and
where will these activities take place? Who will conduct these activities? What community needs are these activities designed to meet?

- **System-level**—What new or existing activities will the program provide to policymakers? When and where will these activities take place? Who will conduct these activities? What policy needs are these activities designed to meet?

- **Statewide-, regional-, national-, and international-level**—What new or existing activities will the program provide to the broader statewide, regional, national, or international community? When and where will these activities take place? Who will conduct these activities? What needs are these activities designed to meet?

### 3.6. Modeling program inputs

The next step in logic model construction is determining the resources needed to generate and support program activities. While the list of potential resources that may be used to support an activity is vast, such a list may be organized in a number of broad categories. Because responses to the questions below require intimate knowledge of program activities and the resources necessary to implement them, these questions are generally asked of program directors. Respondents should be asked to include volunteer and in-kind services that are donated to the program and unpaid overtime worked by program staff. While these inputs do not consume program resources, they must be known so that one can estimate the true cost of the program and thus, improve the accuracy of cost analyses. Finally, evaluators should also ask program directors if they have enough resources to implement and operate the program:

- **Resources**—What resources (facilities, equipment, materials, personnel, money, and other resources) are available to generate or support each of the aforementioned activities? May the evaluation team obtain a copy of the program’s budget plan?

- **Resource gap**—Is there a gap between the resources necessary to operate the program and the available resources? What is the size and nature of the gap? How will this gap be filled? If the gap cannot be filled, which program activities or components are in danger of being cut or curtailed?

### 3.7. Building a rational theory

The construction of a program model that is “logical” requires that all identified elements conform to a set of measurement standards. According to the WKKF (2004a, 2004b), outcomes should be SMART: specific, measurable, action-oriented, realistic and timely. Failure to screen for these standards may preordain an evaluation for failure.

Outcomes that do not meet these four criterion should be eliminated from or receive lower focus in the evaluation. Furthermore, every so often, there will be occasions when respondents provide outcomes or outputs that are incredible to the evaluator based on their knowledge and experience. In these cases, evaluators should gently challenge respondents to provide a rationale for their expectations.

For example, one of the authors once worked as an evaluator on a federal project that provided technical assistance to organizations that were awarded grants to either provide services that led to the reunification of children in foster care with their parents or reduced the time to adoption for children whose parents’ legal parenting rights had been terminated. One of the problems often encountered was that the logic models that grantees submitted to the regional evaluation center contained unrealistic outcomes. For instance, several grantees indicated that their goal was to reduce the number of children in the foster care system. However, these same grantees indicated that their anticipated objective was to adopt/reunify less than ten children per year. While in the technical sense this reduction of children from foster care does, in fact, reduce the number of children in the foster care system, it has a negligible impact on either the state or national foster care system. Therefore, had these grantees not adopted more realistic goals, the evaluation would have been forced to conclude that they failed to attain their principal outcome.

This anecdote hopefully not only cautions evaluators against accepting unrealistically high goals, but also against accepting meaningless goals. That is, had the organizations set a goal of reunifying or adopting only three children a year—a very low goal considering the size of the award each grantee received—the author would have needed to persuade them to raise their goal else run the risk that the final evaluation report submitted to the federal project officer include the statement “while the grantee achieved the goal they set out, the outcome does not appear to be worth the cost, particularly when compared with other organizations that attained more impressive results.”

Listed below are sets of questions that we have found to be effective in ferreting out poorly conceived outcomes. It is important to note that not all of these questions need to be asked of respondents because in many instances the responses to these questions will be self-evident. Additionally, the degree to which an outcome is realistic or measurable can be determined from a review of the literature or consultation with a content expert:

- **Outcome is realistic**—What evidence is there to support that this outcome is attainable? Are you aware of any research that links program activities with this type of outcome?

- **Outcome is meaningful**—What difference will this outcome make in the lives of those who are impacted? How
will this improve the lives of clients, the community, etc.? Why is this outcome important? Will the outcome be worth the cost of the program?

- **Outcome is timely**—How long after having received program services is it reasonable to expect to observe the desired outcome?

- **Outcome is measurable**—Are there any existing instruments or methods for recording this outcome? Have they been used before to measure this outcome? If yes, what instrument or method was used? How successful was it in measuring the outcome?

### 3.8. Developing a program theory

Program theory provides meaning to the logic model by defining the connections among the previous four logic model elements. Program theory may be used for two purposes: (a) to determine the reasonableness of the rationale of how inputs support program activities that, in turn, meet client needs and produce desired outcomes, and (b) to form the basis for conducting a theory-driven evaluation (Chen, 1990, 2005b; Rossi, 1971; Weiss, 1972).

This approach can be further disaggregated into two approaches. **Process theory** focuses on whether the program has taken the necessary steps to implement its planned services and activities, whereas **outcome theory** focuses on whether the theory of change, which forms the basis for why specific program activities are provided to the target population, is sensible:

- **Process theory**—Has a target population been identified? Are there adequate procedures for determining eligibility? Does the organization have adequate resources for supporting planned activities? Does the organization have the capacity to implement and operate the program? Do staffs have adequate educational credentials, training, work experience and supervision to perform the tasks that are expected of them? Is the current implementation plan adequate to meet future needs? Is there a monitoring system in place to assess the degree to which planned activities are implemented in accordance with expectations and needs?

- **Outcome theory**—Have the needs that underlie the problem of interest for the target population been identified? Do the planned activities meet the underlying needs of the target population? Are these activities offered in a high enough dosage to produce and sustain change in the desired outcomes? How will program activities produce the desired outcomes? What is the association between program activities and desired outcomes? Which program activities are most critical for attaining the desired results?

Investigating a program’s process theory is critically important, particularly when one conducts a formative or process evaluation, because the insights gained from examining these questions can be used to help program managers improve the structure of their program and to more effectively plan for the future. Similarly, investigating the causal mechanisms that underlie the logic model elements is helpful but only to the degree to which it ascertains whether the logical links are plausible. Spending an excessive amount of resources to explicate the exact nature of program theory, on the other hand, is not judicious. This is not to say that there is no value in learning exactly how program elements are interconnected. It is just that this knowledge is superfluous to determining whether program services and activities produced a change in the desired outcomes, which can be determined using other means such as gain scores or process tracing. Therefore, we prefer to focus our attention on measuring anticipated changes and detecting unplanned side effects. However, as a check on the completeness and plausibility of our logic model, we review each element with our client to ensure that every long-term outcome has at least one intermediate outcome and that every intermediate outcome has at least one short-term outcome that precedes it, etc. To this end, we have found that reading the following instruction to the interviewee is a good way of engaging them in this process:

- **Result association**—For each logic model element, please indicate all the preceding and succeeding elements with which it is most likely associated and why. Please also note that in some instances an element may be associated with more than one element.

### 3.9. Prioritizing logic model elements

Next, we ask clients to prioritize each of the outcomes in order to determine how to best prioritize the evaluation resources. Specifically, we ask the program director or manager to distinguish which of the outcomes we should consider “critically important” to the evaluation of the program. Moreover, we instruct the interviewee only to designate an outcome as “critically important” if and only if they agree that failure on this outcome should result in failure of the entire program. Their response to this question not only informs an evaluator of where they should focus their attention, but it also allows program directors and managers to check whether they are focusing enough attention on activities they hope will produce the critically important outcomes. For example, in an evaluation of a mentoring program we forgot to define what was meant by “critically important.” Consequently, the program manager indicated that more than half of the outcomes should be regarded as “critically important.” After we realized our error, we asked the program manager if he was okay with the fact that we would have to fail the program (i.e., reach a negative summative conclusion or assign a failing grade to the program) if its performance on these outcomes fell below minimum acceptable standards.
Following this question, the manager revised his previous responses. In the end, he only regarded two outcomes as important enough to merit the failure of the entire program if the program’s performance on these outcomes was inadequate.

- **Importance of result**—How important is each of the outcomes on a scale ranging from “critically important” to “not very important?” Please take great care in identifying an outcome as “critically important” to the overall evaluative conclusion because if your program fails or performs poorly on this outcome, the overall evaluative conclusion or grade given to the program will reflect this performance.

### 3.10. Building a graphical or tabular logic model

Once you have identified all the program elements, their relationship with each other, and determined which elements are critically important, the difficult part is done. The next step is to organize this information in a way that is clear to clients but still retains enough details to guide the evaluation. Traditionally, a graphical logic model is used to depict the logical flow and linkages between logic model elements, while a tabular or narrative approach is used to communicate greater detail. Most graphical models can be constructed by placing brief descriptions of each element into flowchart shapes that are arranged in a sequential order (inputs ⇒ activities ⇒ outputs ⇒ short-term outcomes ⇒ intermediate outcomes ⇒ long-term outcomes) and are connected by arrows that represent the causal links between elements. However, because logic models with more than 20 elements are too cluttered with arrows to be easily understood by clients, we have adapted a model proposed by Rodriguez-Campos (2005). Our model assigns a unique identification code at the top of each element and replaces arrows with the codes of the predicate elements, which are listed on the left side of the element. Furthermore, it utilizes borders to distinguish between critically, moderately, and minimally important activities and outcomes. Another significant departure from traditional logic models is the exclusion of program outputs. While information on outputs is collected and used to monitor program implementation, this information is omitted from the logic model due to its redundancy with program activities.

**Fig. 1** presents part of the logic model constructed for the mentoring program. Although it illustrates a complex array of program activities and outcomes, it still lacks the necessary detail for developing a comprehensive evaluation plan. To this end, evaluators should utilize a tabular or
narrative logic model. A tabular logic model is similar to a graphical logic model in that program elements are organized into the same logic model structure. However, because this model is not constrained by space, evaluators may elaborate on each element. For example, evaluators can provide a short description of each element and its purpose, list indicators that will be used to measure performance on each element, specify sources from where data will be collected, etc. On the other hand, a narrative logic model provides narrative explanations of each element, the relationship between different elements, the underlying assumptions of the model and the indicators that are used to measure program implementation and outcome performance. Table 1 provides an example of a tabular logic model for the critically important logic model elements identified for the mentoring program.

Reflecting upon our approach we believe that it facilitated our ability to develop a comprehensive logic model for our client. First, the SSIP uncovered 34 potential program elements identified for the mentoring program. Table 1 provides a summary of the logic model that the program director constructed before we were contracted to conduct the evaluation. However, this comparison only highlights the difference between a logic model developed using the SSIP and one developed without the use of an existing approach or training in logic modeling.

### 4. Advantages and limitations of the SSIP

The SSIP approach has several advantages over the other logic model approaches. First, and foremost, it clearly lists the questions that evaluators should ask program staff and other key informants so that they can construct a comprehensive logic model. While other approaches certainly list a few questions (e.g., WKKF approach), these questions are only intended to act as

<table>
<thead>
<tr>
<th>Logic model element</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1: Emphasize value of education</td>
<td>Weekly activity log</td>
</tr>
<tr>
<td>A1.1: Mentors offer to check mentees’ schoolwork</td>
<td>Weekly activity log</td>
</tr>
<tr>
<td>A1.2: Mentors advocate for child with teacher, principal, and parent</td>
<td>Weekly activity log</td>
</tr>
<tr>
<td>A1.3: Mentors teach mentees study skills</td>
<td>Weekly activity log</td>
</tr>
<tr>
<td>A1.4: Mentors teach mentees time management</td>
<td>Weekly activity log</td>
</tr>
<tr>
<td>A1.5: Mentors provide positive reinforcement for academic success</td>
<td>Weekly activity log</td>
</tr>
<tr>
<td>A1.6: Mentors explore mentee’s academic problems and provide appropriate tutoring or referral</td>
<td>Weekly activity log</td>
</tr>
<tr>
<td>ST1: Improved academic skills</td>
<td>School records</td>
</tr>
<tr>
<td>ST1.1: Improved grades in school</td>
<td>Parent survey</td>
</tr>
<tr>
<td>ST1.2: cc schoolwork with no prompting</td>
<td>Mentee survey</td>
</tr>
<tr>
<td>ST1.3: Increased pride in academic ability</td>
<td>Parent survey</td>
</tr>
<tr>
<td>ST1.4: Increased time spent doing school work</td>
<td>Mentee survey</td>
</tr>
<tr>
<td>ST1.5: Increased pleasure derived from learning</td>
<td>Mentee survey</td>
</tr>
<tr>
<td>IN1: Increased valuing of education</td>
<td>School records</td>
</tr>
<tr>
<td>IN1.1: Increased GPA</td>
<td>Mentee survey</td>
</tr>
<tr>
<td>IN1.2: Completion of college applications</td>
<td>Mentee survey</td>
</tr>
<tr>
<td>IN1.3: Increased time spent formulating career plans</td>
<td>Mentee survey</td>
</tr>
<tr>
<td>LT1: Increased learning and academic performance</td>
<td>Exam score card</td>
</tr>
<tr>
<td>LT1.1: Improved SAT/ACT Scores</td>
<td>Mentee survey</td>
</tr>
<tr>
<td>LT1.2: Improved references for higher education</td>
<td>School records</td>
</tr>
<tr>
<td>LT1.3: Improved high school graduation rates for mentees</td>
<td>Mentee survey</td>
</tr>
<tr>
<td>LT1.4: Increased attendance of tertiary institutes, trade or technical schools</td>
<td>Mentee survey</td>
</tr>
</tbody>
</table>

Link 40 children with 40 mentors

Outcome 1.1 All mentors have expressed interest in working with children in disadvantaged situations

Outcome 1.2 All mentors have completed screening and reference checks (i.e., abuse and criminal background)

Outcome 1.3 All mentors have received training and support in mentoring

Incorporate the elements of Positive Youth Development by providing youth with

Outcome 2.1 Youth provided with safe and trusting relationships

Outcome 2.2 Youth provided with healthy messages about life and social behavior

Outcome 2.3 Youth receives guidance from positive adult role model

Outcome 2.4 Youth provided increased and enhanced participation in education for positive outcomes

Outcome 2.5 Youth participation in civic service and community activities

Outcome 2.6 Pro-social behavior will increase

Coordinate with partnering groups to develop plan for whole family

Outcome 3.1 Support caregivers with training and help navigating services provided by the mentoring network

Outcome 3.2 Coordinate support services to siblings and families

Outcome 3.3 Connect the child with the imprisoned parent with permission from the other spouse or guardian
developing the evaluation plan was devoted to the creation of a logic model rather than the hit-and-miss of on-the-job training. Second, the SSIP incorporates questions designed to identify key informants; list potential contextual factors that may need to be monitored or considered; reveal the hierarchical level at which an activity, output, or outcome is anticipated to occur; eliminate poorly conceived outcomes; determine the importance of each outcome as judged by key program staff; and determine the hypothetical theory that underlies the logic model elements. While other logic model approaches certainly incorporate several of these elements, only the SSIP incorporates them all, to the best of our knowledge.

Despite the numerous benefits derived from logic models, they are not a panacea for program development or evaluation. Logic models are snapshots of current and planned program activities and desired outcomes. However, programs are rarely static. They change to accommodate new realities and interests. Consequently, logic model construction is an ongoing task rather than a one-time activity. Moreover, as Rogers (2005) pointed out, logic models that are excessively focused on intended processes and outcomes may lead evaluators to ignore the influence of other factors or to fail to consider unintended side effects. Therefore, while evaluators can use logic models to develop evaluation plans, these plans must retain enough flexibility to search for other potentially important outcomes.

Logic models are not always appropriate or necessary for conducting evaluations. Evaluation approaches that do not require knowledge of program goals—like Scriven’s (1976) goal-free evaluation—do not necessitate the use of logic models. Moreover, logic model construction consumes considerable resources (Renger & Titcomb, 2002). For the mentoring program, 40% of the time spent developing the evaluation plan was devoted to the creation of a logic model (in total, approximately 35–40 h). However, although evaluators may not need to organize the information outlined in this paper into a graphical, tabular or narrative logic model, this information must still be collected to conduct a program evaluation. Furthermore, although the cost of developing a logic model may be high, the process greatly enhances formative evaluations by uncovering weaknesses in the program implementation plan and focusing the evaluation on the activities and outcomes that really matter. For the mentoring program, the SSIP model led the program director and manager to focus more attention on providing actual mentoring activities (as compared with recreational activities). Moreover, a year after its construction, the logic model continues to act as a roadmap for all our monitoring and evaluation activities. Therefore, we believe that in the long run, logic models may actually be cost effective due to their ability to help evaluators focus their evaluative activities.

5. Final remarks

Logic model construction is an important first step in program evaluation. In our experience, very little guidance exists in the literature that outlines and organizes the questions one needs to ask of informants into an interview protocol. We believe that the SSIP approach outlined in this paper may be used by both novice and experienced evaluators to assist them in developing comprehensive logic models, which will improve the organization of their evaluations. Our seven-step approach begins with identifying key informants, background information, and contextual factors. Step 2 identifies key logic model elements. Step 3 organizes these elements into inputs, activities, outputs, and outcomes. Step 4 refines the emerging model by eliminating or reducing the attention paid to elements that are unrealistic, fall outside the scope of the evaluation, or cannot be measured. Step 5 explores and maps out the rationale that links the logic model elements. Step 6 identifies which elements are of critical importance to the program and evaluation. And finally, Step 7 utilizes the information from the previous steps to build both a graphical and a detailed logic model. While our approach is intended to be used in an interview format, it may be possible to utilize the SSIP as a survey distributed to key informants. This approach may be a fruitful area for future research for it may further reduce the cost of its implementation. We hope that evaluators will find our approach useful in the form presented here or at least be able to adapt it to meet their needs.

References


